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AI’s progress is due to open 
scientific practices and fully open 
models
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Closeness Openness3



Closeness

Proprietary models Open-weight models

ChatGPT
Claude
Gemini
Grok
Command R
Yi-Ligntening
Kimi
…

Open-source models

Llama
Mistral
Qwen
Deepseek
Gemma
…

Pythia
Llama360
OLMo (🧑🔧)
…

Openness4



To facilitate research and accelerate 
the science of LMs …
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We need language models that are 
fully open.

Transparent Reproducible Accessible
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What “fully open” look like?

● Model weights, including checkpoints from 

across training runs

● All the data

● Detailed recipes for all steps in the pipeline, and 

hyper-parameters

● Code/Infra to reproduce the whole pipeline, 

including data curation and processing, training, 

inference, and evaluation

● Documentation and analysis of what worked 

and what not

Weights Infrastructure
Docume

ntation

RecipeData

 

OLMo/Tulu 

Truly open AI
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How open are open models?
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How open are open models?
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Part 1: An Open Ecosystem to Accelerate 
the Science of LMs

Pre training Post Training Test-time 
Inference

S1
Safety Data & ToolkitOLMoE

Dolma
Open Scholar
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Pre training Post Training Test-time 
Inference

Part 1: An Open Ecosystem to Accelerate 
the Science of LMs
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Building a modern LLM

12



Building a modern LLM

Pre-training

 Predict the next word in diverse raw texts 
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Pretraining for next word prediction  Serving humans needs≠

Pre-training

 Predict the next word in diverse raw texts 

PROMPT

COMPLETION

Explain the moon landing to a 6 year old in 

a few sentences.

Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old 

in a few sentences.

Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.
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Pre-training Post-training

Building a modern LLM

Make pretrained models useful for …

Use tools

Chat

Human  
preferences

Avoid Harm

Reason

Serve apps
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Post-training for Tool Use/Agents

Post-training

searching

code

execution
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Post-training for Reasoning

Post-training
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Post-training for Alignment with Human Preferences

Post-training

[Photo by @FanaHOVA on X]
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https://x.com/FanaHOVA/status/1852397390751510613


Open post-training recipe

• Post-training is crucial to unlock new skills and behaviors in LMs! 

• But: open recipes lag behind proprietary ones.
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Open and good post-trained models are still rare

• No models in the top 70 of LMSYS Chatbot Arena with open fine-tuning data. 

• We can change this!

As of Nov. 12, 2024 20



• Post-training is crucial to unlock new skills and behaviors in LMs! 

• But: open recipes lag behind proprietary ones. 

• Given Llama 3.1 as base model, how far can we go with our own open 
post-training recipe?

Open post-training recipes
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Open, reproducible & state-of-the-art 
post-training recipe

Tülu

 Starting with a base pretrained model, how far we can 
go with our own open post—training recipe?
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Tülu  1  2  2.5  3→ → →

Tülu 1
[Wang et al., NeurIPS 2023]

Tülu 3 [Lambert et al., Arxiv 2024

Post-training recipe
  Open Adaption

23



We need fully open adaptation procedures

Instruction tuning + DPO + novel RLVR on existing and new open resources at scale 
(Llama 3.1 405B).

• Officially started in June 2024.

• Massive team efforts, 23 co-authors, extensive support from other teams@Ai2. 
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7B-9B

70B-72B

? B

Tülu 3: main results



Recipe works at 405B too
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rivals DeepSeek-V3 and GPT-4o
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Tulu 3: Our current best recipe

Base Model Tülu3-SFT

data mixing

Supervised finetuning

Tülu3-DPO

Direct pref. optimization

on-policy data
off-policy data

Tülu3

prompts with 
verifiable rewards

RL with verifiable rewardsCurate prompts

public datasets

persona-driven synthetic 
instructions

decontaminate

knowledge reasoning math

coding chat safety

Identify core skills

Build evaluation suite

development evals

unseen evals
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Tulu 3: Our current best recipe

Base Model Tülu3-SFT

data mixing

Supervised finetuning

Tülu3-DPO

Direct pref. optimization

on-policy data
off-policy data

Tülu3

prompts with 
verifiable rewards

RL with verifiable rewardsCurate prompts

public datasets

persona-driven synthetic 
instructions

decontaminate

knowledge reasoning math

coding chat safety

Identify core skills

Build evaluation suite

development evals

unseen evals
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1. Find relevant public 
datasets.

Knowledge recall FLAN v2;  SciRIFF; TableGPT

Math and reasoning OpenMathInstruct 2; NuminaMath

Coding Evol CodeAlpaca

Safety and non-compliance CoCoNot; WildJailbreak; 
WildGuardMix

Multilinguality Aya

General OpenAssistant; NoRobots; 
WildChat; UltraFeedback

Ingredients to start with—Curate targeted set of prompts
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1. Find relevant public 
datasets.

Ingredients to start with—Curate targeted set of prompts

Data mixing & 
selection 

from existing 
resources
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1. Find relevant public 
datasets.

2. Synthesize data to fill 
gaps.

Ingredients to start with—Curate targeted set of prompts

Data mixing & 
selection 

from existing 
resources

Persona-driven  
Data Synthesis

Enable targeting specific skills 
(e.g., math, code, precise instruction 
following)


Ensure high diversity

Enable Scaling
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Curate targeted set of prompts—Persona-drive data synthesis

Photo from Ge et al. 2024
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Curate targeted set of prompts—Persona-drive data synthesis

~250K Personas a coding problem Precise Instruction Following

~150k hard math problems 

~50k grade school math 

problems ~35k python coding ~30k IF data

PersonaHub( Ge et al. 2024)
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Curate targeted set of prompts—Persona-drive data synthesis

~250K Personas a coding problem Precise Instruction Following

~150k hard math problems 

~50k grade school math 

problems ~35k python coding ~30k IF data

Generate step-by-step solutions for {a math problem}

GPT-4o / Claude-sonnet
PersonaHub( Ge et al. 2024)
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Ingredients to start with—Curate targeted set of prompts

1. Find relevant public 
datasets.

2. Synthesize data to fill 
gaps.

3. Provenance and 
copyright
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1. Find relevant public 
datasets.

2. Synthesize data to fill 
gaps.

3. Provenance and 
copyright

4. Decontaminate against 
evaluation suite.

Ingredients to start with—Curate targeted set of prompts
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1. Find relevant public 
datasets.

2. Synthesize data to fill 
gaps.

3. Provenance and 
copyright

4. Decontaminate against 
evaluation suite.

Many public datasets have high 
overlaps with popular benchmarks!
Especially those containing real 
conversations with chat bots.

Ingredients to start with—Curate targeted set of prompts
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1. Find relevant public 
datasets.

2. Synthesize data to fill 
gaps.

3. Provenance and 
copyright

4. Decontaminate against 
evaluation suite.

Exact full-prompt matches: too strict

Embedding-based matches: hard to distinguish between 
contamination and distributional similarity

N-gram matching with heuristics: useful middle-ground

≥50% of test instance tokens have 8-gram overlap 
with the training instance ⇒ match

Ingredients to start with—Curate targeted set of prompts
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Ingredients to start with—Curate targeted set of prompts
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Base Model Tülu3-SFT

data mixing

Supervised finetuning

Tülu3-DPO

Direct pref. optimization

on-policy data
off-policy data

Tülu3

prompts with 
verifiable rewards

RL with verifiable rewardsCurate prompts

public datasets

persona-driven synthetic 
instructions

decontaminate

knowledge reasoning math

coding chat safety

Identify core skills

Build evaluation suite

development evals

unseen evals

Tulu 3: Training Recipe
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Base Model Instruction-tuning

Pref tuning             

RLVR                  

Verifier

Reward 
Model

Tulu 3Pre-training

                        Training Recipe
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Instruction-tuning

Pref tuning             

RLVR                  

Verifier

Reward 
Model

Pre-training

Step 1: Supervised Finetuning  
(aka Instruction Tuning)

Base Model Tulu 3
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Capability-driven Data Mixing for SFT

Two repeated and parallelizable tracks:


1. Data curation: Curate data given targeted capabilities 


2. Data mixing: Mix data across capabilities


a.Substantial effort in filtering data while maintaining performance.


b.Start fully with mixing before curation.


44



- Training on real user interactions with strong models is helpful almost 
across the board.

- Safety training is largely orthogonal to the other skills.

- Persona-based data synthesis is very useful for targeting new skills.

SFT Data Ablations
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Instruction-tuning

Pref tuning             

RLVR                  

Verifier

Reward 
Model

Pre-training

                        Step 2: Preference Tuning

Base Model Tulu 3
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Why Preference Learning for LLMs?

● For LLMs generating text, what’s “good” text? It’s not just about grammar or facts, 
it is about human taste, the coherence of thought, the correctness of reasoning, 
the removal of undesired percolation of biases in the outputs and much more.

● These are subjective! Trying to write a formula for “good text” is super hard.

47



Preference judgments

Input: Write a haiku about AI 

Output 1: Sure, here’s a 
haiku: …  

Output 2: Sorry, I cannot help 
you with that.

Preference Learning to the Rescue!

48



Preference Learning to the Rescue!

Aligning to human preferences gives:

● Stronger training influence for style 
and chat evaluations (e.g. 
ChatBotArena).

● Continue building capabilities of skills 
from SFT, but lower absolute 
magnitude of improvements.

Preference judgments

Input: Write a haiku about AI 

Output 1: Sure, here’s a 
haiku: …  

Output 2: Sorry, I cannot help 
you with that.
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● We can’t have humans judge every LLM response during training — that’s too slow. 

● So, we train a reward model — an AI judge that learns to mimic human preferences.

The Reward Model— Your AI Judge

RL Algorithms use Reward Model: Algorithms like PPO, DPO & GRPO then use this 
reward model to guide the LLM’s learning.
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RLHF Algorithms— PPO π: LLM policy
πθ: base LLM
x: prompt
y: completion

Optimize “reward” inspired ▲ 
by human preferences

▲ Constrain the model to 
stay close to the base LM 
(preferences are hard to 
model)

51



PPO vs. Direct Optimization & Friends

Proximal Policy Optimization (PPO; Schulman 
et al., 2017) first trains a reward model and then 
uses RL to optimize the policy to maximize those 
rewards.

Direct Preference Optimization (DPO; Rafailov 
et al., 2024) directly optimizes the policy on the 
preference dataset; no explicit reward model.

SimPO (Meng et al., 2024) does not use a 
reference model.

Length-normalized DPO normalizes log-
likelihoods of preferred and rejected responses 
by their lengths.
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Most important factor: high-quality data

PPO consistently outperforms DPO 
(~1%), but at the cost of:

● Implementation complexity
● Memory usage, and
● Throughput (slower training)

RL (PPO, Reinforce, …) vs. DPO



Preference Data

Part 1: Open Post-Training Recipes

•  We adapted and scaled up the UltraFeedback [Cui et al., 2023] for preference data generation.
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Preference Data

Part 1: Open Post-Training Recipes

•  We adapted and scaled up the UltraFeedback [Cui et al., 2023] for preference data generation.
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Preference Data

•  Model pool consists of both open-source and proprietary models that vary across 
parameter size and model family
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Part 1: Open Post-Training Recipes

Preference Data

•  We experimented with SimPO [Meng et al., 2024], but ended up with the 
length-normalized DPO.
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🔎 Preference tuning: findings

Unused prompts lead to higher 
performance compared to reusing 

prompts from SFT Mix

Using SFT vs. new prompts
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🔎 Preference tuning: findings

On-policy Data Improves Downstream 
DPO Performance

Using SFT vs. new prompts Off- vs on-policy preferences
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🔎 Preference tuning: findings

Using SFT vs. new prompts Off- vs on-policy preferences Different LM Judges
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Instruction-tuning

Pref tuning             

RLVR                  

Verifier

Reward 
Model

Pre-training

                        Step 3: RLVR

Base Model Tulu 3
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Perils of over-optimization (PPO)
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Perils of over-optimization (PPO)
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Why? Neural RM…

What is a 
Tulu? A Tulu 
is a camel 
that…

Score: 10.5

64

- The RM is an approximation of human preferences, and often imperfect.
- The model/policy learns to exploit the patterns and loopholes in the RM 

and thus don’t generalize well. 



Simplifying the reward model:  
verifiable rewards

What is 
2+2? 4. Score: 1

 if answer == gold label: 
    return 1 
 else: 
    return 0

65



Tülu 3: RL with Verifiable Rewards (RLVR)

Prompts: ….Prompts: ….Prompts: ….Prompts (x):
Prompts: ….Prompts: ….Prompts: ….Response (y):

state action

πθ : LM policy

reward

R(x, y) : Reward model
Problems like math have ground-
truth answers, while not having 
high-quality verified reasoning 

process

🤔
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Tülu 3: RL with Verifiable Rewards (RLVR)

Prompts: ….Prompts: ….Prompts: ….Prompts (x):
Prompts: ….Prompts: ….Prompts: ….Response (y):

state action

πθ : LM policy

reward

R(x, y) : Reward model

Rule-based 
(verifiable rewards)
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Tülu 3: RL with Verifiable Rewards (RLVR)

Prompts: ….Prompts: ….Prompts: ….Prompts (x):
Prompts: ….Prompts: ….Prompts: ….Response (y):

state action

πθ : LM policy

reward

R(x, y) : Reward model

r = {1 if y is correct

0 otherwise
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But does it work in practice?
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Experimental Setup

1. Start from Tulu 3 DPO and SFT


2. Use targeted datasets + paired verification functions


3. Train with PPO

Evaluation Training Data

GSM8k GSM8k train set (~7k)

MATH MATH train set (~7k)

IFEval IFEval (~15k)
70



Training Curves
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Training Curves
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Training Curves
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⬇  Test Perf!

Training Curves
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Digging in further

GSM Perf.
1. No sign of over-

optimization for MATH and 
GSM8K


MATH Perf.
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Digging in further

Tulu 3 SFT/DPO 8B

Llama 3.2 1B 
+ SFT

1. No sign of over-
optimization for MATH and 
GSM8K


2. Weaker / worse models 
can still benefit from RLVR.
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Digging in further

~20 epochs!

1. No sign of over-
optimization for MATH and 
GSM8K


2. Weaker / worse models 
can still benefit from RLVR.


3. Data efficiency is extremely 
high - still improving over 
many steps.
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“A-ha” moment?

Model Response: “…This means \\(x\\) must be 
between 4 and 3, which is impossible. Let's 
recheck:…This indicates a mistake in the initial 
setup. Let's correct it:….”

1. No sign of over-
optimization for MATH and 
GSM8K


2. Lower / worse models can 
still benefit from RLVR.


3. Data efficiency is extremely 
high - still improving over 
many samples.


4. RL can lead to emerging 
behaviors!
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RLVR was also used by DeepSeek R1
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RLVR works better at scale

8B training 405B training
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Base Model Tülu3-SFT

data mixing

Supervised finetuning

Tülu3-DPO

Direct pref. optimization

on-policy data
off-policy data

Tülu3

prompts with 
verifiable rewards

RL with verifiable rewardsCurate prompts

public datasets

persona-driven synthetic 
instructions

decontaminate

knowledge reasoning math

coding chat safety

Identify core skills

Build evaluation suite

development evals

unseen evals

Tülu 3 recipe
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Ingredients to start with—Reliable unseen evaluation

During development: hill climb on 
reliable evaluations and compare 
against prior work.

But how to ensure we are not 
overfitting to those evaluations?
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Ingredients to start with—Reliable unseen evaluation

During development: hill climb on 
reliable evaluations and compare 
against prior work.

But how to ensure we are not 
overfitting to those evaluations?

Our solution: Separate set of 
unseen evaluations run only at the 
end of development.
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Evaluating the pipeline on unseen benchmarks

- Overall pipeline generalizes well.

- RLVR generalizes to unseen math and IF evaluations.
84



• No models in the top 70 of LMSYS Chatbot Arena with open fine-tuning 
data. 

As of Jan. 8, 2025

Open and good post-trained models are rare!
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⭐ Star History

Open Resources

✦  allenai/open-instruct
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Extending the Tülu recipe with reasoning

● More domains 
○ Code is the starting point (just harder infrastructure) 
○ Instruction following – better reward models and more constraints on text a la IF Eval (Zhou et al 2023) 

● Length control 
○ Replicating L1 for scaling number of tokens (Aggarwal & Welleck 2025) 
○ Turning reasoning on and off 

● Maintaining performance on instruction following domains while hill climbing 
on reasoning benchmarks
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Spectrum of verifiability with RL

Mixing RLHF with RLVR and everything in between!
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playground.allenai.org

Try OLMo 2 and Tulu
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End of Part 1: Questions?
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Part 2: Reliable Usage of Highly Competent 
Models

Pre training Post Training Test-time 
Inference

Alignment for Reliability



A noncompliance training and evaluation resource
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Beyond the Obvious:  
Expanding the definition of noncompliance

Requests 
with Safety 
Concerns

Triggers 
for 

offensive 
language

Dangerous 
or sensitive 

topics

Privacy 
Violations

Misinformation

Copyright 
violations

Incomplete 
requests

Incompre
hensible

False 
presuppositions

Underspecified

Unsupported 
Requests

Modality 
Limitations

Length 
Limitations

Temporal 
Limitations

Indeterminate 
requests

Universal 
Unknowns

Subjective 
Matters

Humanizing 
Requests

Altering 
Model 

Behavior
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Noncompliance Taxonomy:  
Underspecified

Incomplete 
requests

Incompre
hensible

False 
presuppositions

Underspecified

Underspecified
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Noncompliance Taxonomy:  
Subjective Matters

Indeterminate 
requests

Universal 
Unknowns

Subjective 
Matters

Subjective Matters
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🥥 CoCoNot:  A noncompliance training and evaluation resource

Contextually, Comply Not!
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🥥 CoCoNot:  A noncompliance training and evaluation resource

Contextually, Comply Not!

1. Sourced human-written prompts for each category

2. Augmented seed prompts using few-shot 

prompting

3. Automatically filtered & deduplicated, and 

manually verified and cleaned

4. For evaluation, we outline acceptable/

unacceptable model behavior for each 
subcategory our taxonomy
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🥥 CoCoNot:  A noncompliance training and evaluation resource

• Contains noncompliance queries 

Original
Contextually, Comply Not!

Measuring and inducing 
appropriate noncompliance

1. Sourced human-written prompts for each category

2. Augmented seed prompts using few-shot 

prompting

3. Automatically filtered & deduplicated, and 

manually verified and cleaned

4. For evaluation, we outline acceptable/

unacceptable model behavior for each 
subcategory our taxonomy

98

~12.5K



Contextually, Comply Not!

Contrast

Measuring and mitigating 
exaggerated noncompliance

• Contains queries that can be 
safely complied with

1. Sourced human-written prompts for each category

2. Augmented seed prompts using few-shot 

prompting

3. Automatically filtered & deduplicated, and 

manually verified and cleaned

4. For evaluation, we outline acceptable/

unacceptable model behavior for each 
subcategory our taxonomy

🥥 CoCoNot:  A noncompliance training and evaluation resource
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• Contains noncompliance queries 

Original

Measuring and inducing 
appropriate noncompliance

~12.5K

~1.3K



1. Sourced human-written prompts for each 
category


2. Augmented seed prompts using few-shot 
prompting


3. Automatically filtered & deduplicated, and 
manually verified and cleaned


4. For evaluation, we outlined  👍/👎 model behavior 
for each subcategory our taxonomy

Contextually, Comply Not!

🥥 CoCoNot:  A noncompliance training and evaluation resource

100

Contrast

Measuring and mitigating 
exaggerated noncompliance

• Contains queries that can be 
safely complied with

• Contains noncompliance queries 

Original

Measuring and inducing 
appropriate noncompliance

~12.5K

~1.3K



🔎 What we found:
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🔎 What we found:

• How do existing models perform when provided with such requests? 
‣ Many models are already good at refusing “unsafe” queries  
‣ Even the strongest models like GPT-4 comply up to 30%. They often assume user’s intent and answer 

questions directly without seeking clarifications. 
‣ For requests concerning “modality limitations” the models provide alternative answers without 

acknowledging limitations. 

•
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• How do existing models perform when provided with such requests? 
‣ Many models are already good at refusing “unsafe” queries  
‣ Even the strongest models like GPT-4 comply up to 30%. They often assume user’s intent and answer 

questions directly without seeking clarifications. 
‣ For requests concerning “modality limitations” the models provide alternative answers without 

acknowledging limitations. 

• How can we improve models’ capabilities to respond appropriately to these requests 
while preserving general capabilities? 
‣

🔎 What we found:
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• How do existing models perform when provided with such requests? 
‣ Many models are already good at refusing “unsafe” queries  
‣ Even the strongest models like GPT-4 comply up to 30%. They often assume user’s intent and answer 

questions directly without seeking clarifications. 
‣ For requests concerning “modality limitations” the models provide alternative answers without 

acknowledging limitations. 

• How can we improve models’ capabilities to respond appropriately to these requests 
while preserving general capabilities? 
‣ SFT of base pre-trained models requires access to the original IT data, and often lead to over-refusal 

(on the contrast set) 
‣ Continued training w/ LoRA can reduce compliance up to 26% while also maintaining general task 

performance 
‣  Preference tuning on our small contrast set helps mitigate over-refusal by ~3% while maintaining 

other metrics

🔎 What we found:
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🚶 What’s next? Going beyond one-size-fits all

105

Incomplete 
requests

Underspecified
Can we align models to ask better questions— 
especially in high stake domains?

Requests 
with Safety 
Concerns

Privacy 
Violations

Copyright 
violations

Can align models to remember responsibly—preserving 
utility without violating copyright or privacy?



Aligning LLMs to ask good questions— a medical case study
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ALFA - ALignment with Fine-grained Attributes

Step 1: Decompose
Breaking down complex goals (e.g. asking a good question) into more 
tangible, theory-grounded attributes (e.g. be clear and answerable)



Step 1: Decompose
Breaking down complex goals (e.g. asking a good question) into more 
tangible, theory-grounded attributes (e.g. be clear and answerable)

ALFA - ALignment with Fine-grained Attributes

Step 2: Synthesize
Creating self-supervised labels for training attribute-specific reward models 
via counterfactual perturbations



Step 1: Decompose

Step 2: Synthesize

Step 3: Align

Breaking down complex goals (e.g. asking a good question) into more 
tangible, theory-grounded attributes (e.g. be clear and answerable)

Creating self-supervised labels for training attribute-specific reward models 
via counterfactual perturbations

Integrate fine-grained attributes without neutralizing conflicting signals to 
produce language models that achieve the original complex goal

ALFA - ALignment with Fine-grained Attributes



Step 1: Decompose

General question-asking 
attributes from education & 
psychology 

Clinical question-asking 
attributes from clinical 
communication theory

🤝

Experiments show that missing any of the attributes degrades performance.

Models aligned with 
general-only vs. clinical-
only attributes show 
distinct behavior 🔍



Step 1: Decompose

Step 2: Synthesize

Step 3: Align



Step 2: Synthesize

Rewrite each original sample to vary in only one attribute dimension, 
inducing directional delta in each attribute for reward training.

(original)

E.g., Focus

“Have any of your mother, sister, 
daughter been diagnosed with 
breast cancer?”

“Do you have a family 
history of breast cancer?”

“Has anyone in your 
family been sick?”

(more focused)(less focused)

Experiments show that generating to both directions is more 
effective than either one direction.



Step 1: Decompose

Step 2: Synthesize

Step 3: Align



Step 3: Align

1. Data Mixing 
a. Combine attribute-specific counterfactual datasets; 
b. Train single reward model and language model. 

2. Reward Fusion (PPO only) 
a. Train one reward model per attribute-specific dataset; 
b. Average the reward models to train a single language model. 

3. Policy Fusion 
a. Train one language model per attribute 
b. Average the final model.



How “Good” are ALFA-aligned LLMs?



How “Good” are ALFA-aligned LLMs?



How “Good” are ALFA-aligned LLMs?

● 56.6% reduction in diagnostic errors 
compared to SOTA LLMs 

● 64.4% win-rate in question-level 
pairwise evaluation 

● Strong generalization to out-of-
distribution tasks 

○ Consumer Healthcare (Reddit) → Medical School 
Exams (MedQA) 

● Fine-grained attribute outperforms 
coarse "good vs. bad" distinctions



📝 Summary

● Question-asking is a critical capability that requires specialized alignment 

● Explicitly guiding question-asking with structured, fine-grained attributes 

offers a scalable path to improve LLMs reliability, especially in expert 

application domains. 

● ALFA is generalizable to any domain requiring systematic reasoning



🚶 What’s next?

119

Incomplete 
requests

Underspecified
Can we align models to ask better questions— 
especially in high stake domains??

Requests 
with Safety 
Concerns

Privacy 
Violations

Copyright 
violations

Can we align models to remember responsibly—preserving 
utility without violating copyright or privacy?



Verbatim Memorization

Outputting long sequences of texts that are exact matches of training examples.  

Also known as regurgitation.

Carlini et al. (2020) Extracting Training Data from Large Language Models



Copyright and privacy implications



Removing high-risk data from pre-training datasets.

Mitigation Ideas in Prior Works (1)

Min et al. (2023), SILO Language Models: Isolating Legal Risk In a Nonparametric Datastore



Unlearning the high-risk documents after pre-training.

Mitigation Ideas in Prior Works (2)

123
Eldan et al. (2023), Whos Harry Potter? Approximate Unlearning in LLMs

Training Objective: gradient ascent, gradient difference, 
KL minimization, preference optimization…



Unlearning the high-risk documents after pre-training.

Mitigation Ideas in Prior Works (2)

124
Eldan et al. (2023), Whos Harry Potter? Approximate Unlearning in LLMs

Training Objective: gradient ascent, gradient difference, 
KL minimization, preference optimization…

Effective in reducing regurgitation but incapable of 
preserving utility. 
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Ippolito et al. (2022), Preventing Verbatim Memorization in Language Models Gives a False Sense of Privacy

Mitigation Ideas in Prior Works (3)

During inference, block and modify the next token candidates that create a n-gram 
match with the training data.



Good and Bad Side of Memorization



Our Method: ParaPO



Our Method: ParaPO

Identify verbatim memorized 
segments:
● The ability of the target model to 

generate the exact continuation 
of a document prefix.



Our Method: ParaPO

Synthetic data pairs for DPO
● Negative: memorized segments 

in pre-training corpora
● Positive: paraphrases (the 

same meaning using a different 
phrasing)



Variant: Controlling the reproduction: 

● System prompt: “Copying: Yes” 
○ Chosen: original segments 
○ Rejected: paraphrased segments 

● System prompt: “Copying: No” 
○ paraphrased segments 
○ Rejected: original segments

ParaPO Variant— controlling the reproduction



Finding #1: regurgitation is significantly reduced!



Finding #2: reduces regurgitation, keep quotation recall



● Regurgitation of pre-training data can be largely reduce by algorithmic novelty 

in post-training with little reduction in general capability. 

● ParaPO changes how LM generate outputs without unlearning the internal 

knowledge and can generalize to any tasks. 
‣ Probability of memorized tokens decreased.

📝 Summary
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Improving Human Alignment in LM-based Evaluation
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Improving Alignment in LM-based Evaluation



As a feedback loop for self-improvement & iterative refinement
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However, …
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Reliability of judges vary significantly: 
GPT-4 achieves only 62.3% on Auto-J  
But >80% on MT-Bench



However, …
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Reliability of judges vary significantly: 
GPT-4 achieves only 62.3% on Auto-J  
But >80% on MT-Bench

Which is better?
Generation 1: ...
Generation 2: ...

Input x

Which is better?

Generation 1: ...

Generation 2: ...

Input x

Gen 1 is better.
Output y

Gen 2 is better.
Output y

Suffer from cognitive biases (positional)



🤔 How can we guarantee the reliability of 
LM-based evaluation?
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LLM judges continue to be used for scalable evaluation despite all 
these limitations …



🔥Goal: Reliable & Adaptive LLM-based Evaluation
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(1) Performance Guarantee: Provide a statistically valid, and model agnostic 
guarantee that LLM judge aligns with human preferences with high probability!

(2) Difficulty-Adaptive Evaluation: Cheaper judges for easier tasks, stronger 
ones for harder tasks



Selective Evaluation
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Not all evaluated results are equally valid!



Selective Evaluation

Which is better?
Generation 1: ...
Generation 2: ...

Input x

LLM Judge

(1) Elicit a confidence score of agreement with 

human from the judge—  
(2) Select whether to trust the judgment: 

a. If , accept model judgment  

b. Else, Discard 

CM(x)

CM(x) ≥ λ
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Not all evaluated results are equally valid!



Calibrating  provides human agreement guarantee!λ

Which is better?
Generation 1: ...
Generation 2: ...

Input x

LLM Judge

(1) Elicit a confidence score of agreement with human from the 

judge—  
(2) Select whether to trust the judgment: 

a. If , accept model judgment  

b. Else, abstain 

CM(x)

CM(x) ≥ λ
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Calibrating  provides human agreement guarantee!λ

Which is better?
Generation 1: ...
Generation 2: ...

Input x

LLM Judge

(1) Elicit a confidence score of agreement with human from the 

judge—  
(2) Select whether to trust the judgment: 

a. If , accept model judgment  

b. Else, abstain 

CM(x)

CM(x) ≥ λ
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I want judge accuracy to be at least 85% 
with 95% confidence interval.

1 − α =
1 − δ =



Calibrating  provides human agreement guarantee!λ

Which is better?
Generation 1: ...
Generation 2: ...

Input x

LLM Judge

(1) Elicit a confidence score of agreement with human from the 

judge—  
(2) Select whether to trust the judgment: 

a. If , accept model judgment  

b. Else, abstain 

CM(x)

CM(x) ≥ λ
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I want judge accuracy to be at least 85% 
with 95% confidence interval.

1 − α =
1 − δ =

A small calibration set 
  Dcal ∼ P(x, yhuman)

Threshold Calibration as multiple-testing problem 
(Bauer, 1991)

Search for a confidence threshold s.t. P(model-human agreement ≥ 1 − α) ≥ 1 − δ



Cascaded Selective Evaluation

No need to only rely on the 
strongest and most expensive 

judge model!

🤩
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The guarantee is model-agnostic 



Cascaded Selective Evaluation

Else,

If yes,?CM(x) ≥ λ

Which is better?
Generation 1: ...
Generation 2: ...

Input x

Check if  is confidentM

Weaker Judge 
 (Mistral-7B)M1

Evaluate with M

⋯
If yes,

Else, 
move to

Evaluate with M2

Else, 
abstain

If yes,

Evaluate with MN

?CM2
(x) ≥ λ2

Stronger Judge 
 (GPT-3.5)M2

Check if  is confidentM2

Strongest Judge 
 (GPT-4)MN

?CMN
(x) ≥ λN

Check if  is confidentMN

No need to only rely on the 
strongest and most expensive 

judge model!

🤩
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The guarantee is model-agnostic 



Cascaded Selective Evaluation

Else,

If yes,?CM(x) ≥ λ

Which is better?
Generation 1: ...
Generation 2: ...

Input x

Check if  is confidentM

Weaker Judge 
 (Mistral-7B)M1

Evaluate with M

⋯
If yes,

Else, 
move to

Evaluate with M2

Else, 
abstain

If yes,

Evaluate with MN

?CM2
(x) ≥ λ2

Stronger Judge 
 (GPT-3.5)M2

Check if  is confidentM2

Strongest Judge 
 (GPT-4)MN

?CMN
(x) ≥ λN

Check if  is confidentMN

No need to only rely on the 
strongest and most expensive 

judge model!

🤩
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The guarantee is model-agnostic 

✅ Substantially lower the inference cost while 
still achieve target level of human agreement



Selective Evaluation

Which is better?
Generation 1: ...
Generation 2: ...

Input x

LLM Judge

(1) Elicit a confidence score of agreement with 

human from the judge—  
(2) Select whether to trust the judgment: 

a. If , accept model judgment  

b. Else, abstain 

CM(x)

CM(x) ≥ λ
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Decides the coverage of selective evaluation!



Current methods

Eliciting better confidence via Simulated Annotators

150



Eliciting better confidence via Simulated Annotators
• Simulate diverse human preferences using in-context learning (few shot examples)

Question_example_1: […] 

Response A example_1: […] 
Response B example 1: […] 

Verdict example_1: [A or B] 
[few-shot examples]xK 

Question: […] 

Response A: […] 
Response B: […] 

Verdict? 

Question_example_1: […] 

Response A example_1: […] 
Response B example 1: […] 

Verdict example_1: [A or B] 
[few-shot examples]xK 

Question: […] 

Response A: […] 
Response B: […] 

Verdict? 

Question_example_1: […] 

Response A example_1: […] 
Response B example 1: […] 

Verdict example_1: [A or B] 
[few-shot examples]xK 

Question: […] 

Response A: […] 
Response B: […] 

Verdict? 

1 2

…

…

[A]
[B]
…

[A]
[B]

…

[A]
[B]

N
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Eliciting better confidence via Simulated Annotators
• Simulate diverse human preferences using in-context learning (few shot examples)

cLM(x) =
1
N

N

∑
j=1

pLM(y* |x; (x1,j, y1,j), . . . , (xK,j, yK,j))

Question_example_1: […] 

Response A example_1: […] 
Response B example 1: […] 

Verdict example_1: [A or B] 
[few-shot examples]xK 

Question: […] 

Response A: […] 
Response B: […] 

Verdict? 

Question_example_1: […] 

Response A example_1: […] 
Response B example 1: […] 

Verdict example_1: [A or B] 
[few-shot examples]xK 

Question: […] 

Response A: […] 
Response B: […] 

Verdict? 

Question_example_1: […] 

Response A example_1: […] 
Response B example 1: […] 

Verdict example_1: [A or B] 
[few-shot examples]xK 

Question: […] 

Response A: […] 
Response B: […] 

Verdict? 

1 2

…

…

[A]
[B]
…

[A]
[B]

…

[A]
[B]

N

• Ensemble the results to compute confidence as agreement ratio
152



Eliciting better confidence via Simulated Annotators

• Simulate diverse human preferences using in-context learning via few shot examples

• Ensemble the results to compute confidence as agreement ratio btw simulated 

annotators
cLM(x) =

1
N

N

∑
j=1

pLM(y* |x; (x1,j, y1,j), . . . , (xK,j, yK,j))
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🔎 Cascaded Selective Eval— Results
📊 Evaluating LLM assistants on ChatArena
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Table 1

Target Human Agreement Empirical Human Agreement Min Max Coverage

70 73.3 72.7 74.1 100
75 75.2 74.1 76.8 99.9
80 81.7 79.2 83.1 79.1
85 86.2 84.3 87.3 63.2
90 90.8 89.0 92.0 48.1

Target Human Agreement
Empirical Human Agreement
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Table 2

Mistral-7B GPT-3.5-turbo GPT-4-turbo Coverage Mistral-7B GPT-3.5-turbo GPT-4-turbo
70 100 0 0 100 100 0 0
75 93.9 4.8 1.3 99.9 93.8061 4.7952 1.2987
80 40.1 48.0 11.9 79.1 31.7191 37.968 9.4129
85 23.7 58.8 17.5 63.2 14.9784 37.1616 11.06
90 23.6 50.1 26.3 48.1 11.3516 24.0981 12.6503
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🔎 Cascaded Selective Eval— Results
📊 Evaluating LLM assistants on ChatArena

78.5%

Allows up to 90% human agreement, while 
GPT-4 achieved only 78% on average
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78.5%

Allows up to 90% human agreement, while 
GPT-4 achieved only 78% on average
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88% of  evals are done by substantially 
weaker judges!
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👩⚖ Judge Cascades: 

• Zeroshot GPT-4 (no abstention) 

• Stronger/original cascade (GPT-4, GPT-3.5, Mistral) 
• Weaker cascade (GPT3.5, Mixtral-8x7b, Mistral)
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🧩 Impact of Judge Composition

When not using GPT-4 at all— at the cost of slight decline in coverage:  
(1)we guarantee the same performance, 

(2) we reduce evaluation cost to 1/10



📝 Summary
Weaker judges have their role in reliable evaluation 

• Difference between weaker judges vs SOTA - only a few points on human 
agreement 

• We can use weaker judges for most of the evaluation, while guaranteeing high 
performance. 

• Preference labels are not noise free- providing abstention option when necessary 
could significantly boost human alignment
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Thank you for listening!

….. and many more!



Questions?

@faeze_brh

fae.brahman@gmail.com

@faebrahman.bsky.social
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